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Figure 1: A conceptual depiction of the mobile user journey as a series of sequential steps that shape expectations before the
permission prompt appears, such as need recognition, app type, reviews, and rationales.

Abstract

Mobile permission decisions are often studied at the moment a
permission request appears. However, our study shows that users’
choices are shaped much earlier, across a multi-stage journey that
begins with app-need recognition and unfolds through app dis-
covery, exploration, selection, installation, and first use. Drawing
on interviews with 19 U.S. Android users, we map this process
and identify four archetypal journeys that explain how early cues,
such as discovery sources, app type, and social trust, shape later
permission behavior. These insights align with theoretical models
like Privacy Calculus, showing how users weigh perceived benefits
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and risks at each step, and complement Contextual Integrity theory,
explaining how social norms and information flows shape expec-
tations and constrain privacy agency across steps. We contribute
an empirically grounded framework that clarifies why permission
outcomes vary across contexts. Our results reframe mobile privacy
as a sequential, path-dependent process, offering implications for
future design and research.
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1 Introduction

When users allow or deny a mobile app permission request, what
really drives that decision? Is it the design of the permission dialog,
the trust they built long before while browsing app descriptions,
scanning reviews and comparing alternatives, or perhaps something
else?

This question highlights a central issue in designing and study-
ing permission-granting, for which we still lack a clear answer.
Researchers have examined fragments of this problem, typically
studying how individual factors shape permission decisions. Works
in this space [6, 8, 9, 13, 17, 18, 64] have focused on understanding
how demographic or cultural differences, interface design, and com-
munication cues (e.g., rationale messages, app ratings) influence
permission responses. While these studies provide valuable insights,
they tend to treat each factor in isolation, such as the permission
prompt, rationale, or demographic influence. However, they do not
account for how these factors accumulate and interact across the
sequence of steps that culminate in a permission decision. As such,
we lack a holistic understanding of the journey users take to form
permission-granting decisions for mobile applications.

This limitation motivates our work to connect these fragmented
insights into a coherent framework that explains how permission
decisions evolve throughout the app adoption process. Answering
this question requires empirically investigating how decisions un-
fold across the user journey and how experiences and contextual
factors shape subsequent choices. Our approach aligns with theo-
retical models such as Privacy Calculus [15], situating cost-benefit
evaluations within the broader user journey. It also complements
Contextual Integrity [51] by explaining how expectations about ap-
propriate information flows form and shift across sequential steps.
Prior work hints that such a journey exists by identifying struc-
tured decision points in app adoption [22, 34], but these studies
stop short of capturing how these points connect into a sequential,
cumulative process.

In the current mobile privacy landscape, users encounter privacy
information at two distinct points in the app adoption process: pre-
installation cues provided in app marketplaces, and post-installation
mechanisms that activate during app use. Before installation, app
developers provide users with tools such as the Data Safety Section
(DSS) and privacy nutrition labels [5]. These tools reveal how an
app collects, uses, and shares personal data, allowing users to assess
its credibility and potential privacy risks. After installation, the de-
cision paradigm shifts to the runtime permission model [4], where
users are prompted at first use to either ‘allow’ or ‘deny’ access to
resources, such as location or camera. App developers sometimes
provide a brief explanation, called a rationale, to help users under-
stand why certain permissions are required. Taken together, these
decentralized privacy tools create a complex landscape through
which users must navigate.
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Our study builds on these process-oriented perspectives by ex-
amining how early cues, such as information sources, peer trust,
and incentives, shape the permission decisions that occur down-
stream. To the best of our knowledge, no study has systematically
investigated the entire journey a user undertakes from need recog-
nition to app discovery, evaluation, installation, and permission
response. Our work makes an important step in addressing this
gap by empirically mapping this end-to-end process. Developing
this understanding requires first uncovering how users themselves
describe the journey from app need to permission response. To
capture this holistic view, we draw on the concept of user journey
mapping [25], a method widely used in user experience [20, 62],
human-computer interaction [50, 52, 53], and sales and market-
ing [40, 46, 61, 69] for studying multi-stage decision processes.

We conducted semi-structured interviews with 19 Android users
to explore how they describe the steps, perceptions, and decisions
that shape their permission choices. We focus on Android because
its diverse app sources and granular permission model better expose
pre-installation cues and sideloading practices. Our investigation is
based on the following research questions:

RQ1 What are the distinct stages in the user journey from app
need to permission decision?

RQ2 How do these stages vary depending on the type of app?

RQ3 What privacy-related strategies do users apply as they move
through this journey?

Our findings indicate that understanding mobile privacy deci-
sions requires looking beyond the immediate cues (i.e., rationale
messages) presented in apps. Users’ permission-granting decisions
emerged from a combination of personal context, individual traits,
peer influence, and past encounters with data security. This jour-
ney is not linear; rather, it is a combination of these elements to
shape permission choices. For example, a peer-trust driven journey
often begins when a participant adopts an app recommended by
friends or family. This early endorsement builds confidence that
later overrides hesitation when the permission prompt appears.
As our analysis reveals, users follow patterned trajectories, which
we describe as archetypes. These archetypes are characterized by
early motivations, such as peer trust, external mandates, incentives,
or alternative information sources, which systematically influence
their perceived trade-offs, privacy thresholds, and contextual ex-
pectations. Based on these findings, our paper makes the following
contributions:

1. First, we reconceptualize permission granting as a sequential,
path-dependent process rather than a discrete interaction at the
prompt. We empirically map how discovery, exploration and se-
lection, installation, and permission granting unfold in practice
(addresses RQ1). We also show how earlier cues, such as peer
recommendations, incentives, or app type, shape later privacy ex-
pectations and narrow possible choices. This offers a structured
account of how users arrive at permission decisions, addressing
gaps in prior work that treated permissions as moment-level
events.

2. Second, we introduce a set of archetypal user journeys that re-
veal distinct mechanisms through which privacy decisions form.
These archetypes illustrate how different combinations of contex-
tual factors (e.g., social trust, institutional mandates, economic
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incentives, community vetting) generate predictable trajectories

of evaluation and permission granting. The archetypes address

RQ1-RQ3 by demonstrating how cross-stage influences and pre-

installation perceptions converge into final privacy choices.

3. Third, we contribute a process-oriented framework for sequen-
tial privacy decision-making that operationalizes how cost—
benefit evaluations unfold across stages of the mobile user jour-
ney. By situating users’ permission responses within the mo-
tivations and expectations formed earlier in the process, this
framework clarifies why permission outcomes often diverge
from the logic assumed by existing privacy instruments. While
grounded in qualitative data, these insights identify points in
the journey where interventions may hold promise and suggest
directions for research methodologies that better capture the full
spectrum of the user experience.

Taken together, this paper presents a journey-based account of
mobile permission granting that connects fragmented findings into
a coherent, process-oriented framework of decision-making. Our
archetypal journeys provide a concise lens for studying mobile
privacy as an evolving user experience, highlighting opportunities
for designing privacy interventions that better align with real-world
decision-making processes.

2 Background

This section outlines the conceptual foundations that inform our
study: the notion of the user journey and the Android runtime
permission model. Together, they provide the necessary context to
understand the stages of mobile app interaction and the associated
privacy considerations.

2.1 Concept of User Journey

The user journey, or journey mapping, describes the sequence of
steps users take to achieve a goal, combining their actions, thoughts,
and emotions into a coherent experience [25, 50]. Originating in
marketing and service design [40, 46, 61], the approach was later
adopted in HCI to analyze interactions across multiple touchpoints
within a system [20, 52, 53]. By visualizing what users do and feel
at each stage, journey mapping helps identify key moments that
influence engagement, satisfaction, and decision-making [62]. This
holistic perspective moves beyond isolated usability issues, offering
a structured lens to examine the interconnected steps that shape
user experiences.

2.2 Runtime Permission Model

Modern mobile platforms employ a runtime permission model [4,
64, 73], which requests user consent when an app requires access to
sensitive data, such as location or the microphone. These prompts
often include a brief rationale explaining why access is needed [41].
Figure 2 illustrates an example of this process. The prompt is the
final step before the user decides whether to share their data. The
runtime permission model is designed to enhance user privacy
choice by providing contextual awareness and control over data
access decisions.
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0

Allow Maps to access this device’s
location?

No location access

Device location for all apps is turned off, and you

may not be able to locate your if it’s lost.

Close Turn on location

Precise Approximate

While using the app

Only this time

Dontallow (b) Rationale

(a) Android Runtime Permis-
sion

Figure 2: a. Android runtime permission prompt requesting
location access for the first time the Maps application is used,
presenting multiple decision options. b. Rationale message
providing additional context to encourage enabling location
services.

3 Related Work

Prior studies have identified a range of influences on permission
behavior, including demographic factors [6, 9, 64], cultural con-
texts [13], and the timing and framing of rationales [17, 18, 66]
as illustrated in Figure 3. While these studies offer important in-
sights, each focuses on a single element of the decision-making
process and offers little insight into how users move from recogniz-
ing the need for an app to ultimately responding to its permission
request. In the following, we review prior works across key themes,
including Android’s runtime permission model, factors affecting
permission-granting decisions, and existing privacy theories.

3.1 Users

Understanding users is key to examining permission-granting,
as individual characteristics often shape how such decisions are
made. Prior research [6, 9, 64, 66] has demonstrated that demo-
graphic factors, including age, gender, and education, can influence
permission-related behavior. Beyond demographic differences, cul-
tural background, personal attitudes toward privacy, and contextual
understanding also influence how users respond to permission re-
quests [13, 42]. In a large-scale study, Cao et al. [13] found that
denial rates varied by country (e.g., 12% in the U.S. versus 25%
in Argentina), highlighting that cultural factors play a significant
role in shaping user behavior. In addition to cultural effects, indi-
vidual privacy attitudes and education also affect user judgments
around permissions [9, 64]. Together, these findings indicate that
permission-granting decisions are shaped by a range of individual
factors rather than being uniform across users. However, prior work
examines these influences in isolation, leaving open the question of
how such user characteristics interact with the broader sequence
of steps leading to a permission decision.
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Figure 3: A summary of factors considered in prior research
on mobile app permission decisions. The top row provides
an overview of factors identified in previous research that
influence a user’s decision to grant or deny a permission
request. The table below visually demonstrates that a signifi-
cant portion of existing research has predominantly focused
on the Permission Request and Rationale factors.

3.2 External Factors

In addition to user characteristics, permission decisions are shaped
by external factors—information sources and cues that originate
outside the app interface itself. Android encourages developers to
include app descriptions, data safety sections, and privacy policies
in Play Store listings to promote transparency. Yet, Liu et al. [41] ob-
served that rationales often do not match app descriptions, creating
inconsistencies with real permission requests. Such discrepancies
may undermine trust in developer-provided information and push
users to seek alternative guidance. In line with this, Shen et al. [64]
demonstrated that users consider external factors, such as reviews,
app ratings, and brand reputation, which lie outside the app in-
terface but shape perceptions of credibility, trustworthiness, and
privacy risk when deciding on a permission request. Furthermore,
these external cues not only influence users but also affect developer
behavior. For instance, Nguyen et al. [49] reported that 60.77% of
privacy updates were driven by feedback contained in user reviews.
While these works reveal the importance of external signals, they
do not examine how users integrate these cues across the broader
sequence through which users reach a permission decision.

3.3 Permission Request

Mobile applications must request permission from the user when
a feature requiring such access is used for the first time. Earlier
studies [6, 9, 13] have shown that permission-granting decisions can
depend on the type of permission requested. Baalous et al. [6] found
that users were more likely to deny permissions they perceived
as sensitive (e.g., microphone, camera, location)—permissions they
feared could allow apps to listen, track, or record without consent.
Similarly, Cao et al. [13] reported higher denial rates for permissions
commonly viewed as dangerous, such as the microphone, calendar,
and contacts.
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Beyond sensitivity, users’ expectations also shape their decisions.
Prior work has consistently documented a mismatch between the
permissions requested by apps and what users believe these apps
should need [8, 9, 13, 22, 33, 74]. This mismatch often leads to
discomfort and uncertainty, which in turn reduces user confidence.
Importantly, these studies focus on the moment of the request,
leaving open how expectations themselves develop earlier in the
user journey.

Cao et al. [13] reported that unexpected permissions were twice
as likely to be denied as expected ones, indicating the importance
of aligning permission requests with user expectations. However,
users frequently have limited awareness of the permissions they
have already granted [58]. Shen et al. [64] reported that only 6.1% of
users accurately understood permission group scopes, with many
either overestimating or underestimating their capabilities.

To address these challenges, researchers have explored ways to
improve the presentation and comprehension of the permission.
Studies show that presenting permissions in a way that feels nat-
ural [17] and providing contextual information [74] can enhance
understanding. Yet, these interventions focus on the point of in-
teraction rather than on how user assumptions and expectations
evolve across earlier stages of app adoption.

3.4 Permission Rationale

Android encourages developers to include rationales— brief expla-
nations alongside permission prompts [4], particularly for sensitive
data such as location, microphone, or camera access [2, 13]. Prior
work shows that these explanations can meaningfully reduce denial
rates (7.1% vs. 15.4%) [13], yet their effectiveness varies with both
timing and contextual relevance [18].

A recurring challenge is that many rationales provide only partial
information. For instance, developers often emphasize the func-
tional benefits while omitting details about what data is collected
or how it will be used [67], leaving users with an incomplete un-
derstanding [64]. The linguistic framing also plays a role. Stud-
ies [17, 64] highlighted that negatively framed messages that fore-
ground potential risks tend to exert stronger influence than posi-
tively framed ones. Timing further shapes outcomes. When ratio-
nales appear at the moment an app requires the permission, they
yield the highest acceptance rates (around 92%), compared with
substantially lower rates (about 74%) when requests are presented
upfront without accompanying explanations [17, 18]. However,
these studies examine rationales in isolation, rather than situating
them within the broader context of the full user journey.

3.5 Process Oriented Perspective on Privacy

Scholars have long theorized that privacy decision-making is a dy-
namic and context-dependent process, rather than a single discrete
act. The Privacy Calculus (PC) [15] theory highlights how individu-
als weigh perceived risks and benefits when making privacy-related
decisions. While it captures the essence of this privacy decision
process, it offers limited insight into how such judgments evolve
over time or across different stages of interaction. Likewise, Nis-
senbaum’s theory of Contextual Integrity (CI) [51] conceptualizes
privacy through the norms governing information flows, empha-
sizing that expectations depend on social and institutional context.
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However, it provides little guidance on when these expectations
form, how they shift as users encounter new cues, or how ear-
lier interpretations constrain later decisions. Related work in HCI
echoes this process-oriented view (see Section 2.1). Morton and
Sasse describe privacy as a layered, ongoing practice shaped by
users’ interpretations at successive moments [47], while Wang et
al. apply privacy calculus theory to users’ intentions to disclose
information via mobile apps in a bounded decision context [72].
However, neither perspective has been operationalized to exam-
ine how users navigate the full sequence of app adoption, starting
from finding an app to evaluating it, installing it, and ultimately
responding to permission prompts.

Existing studies in mobile privacy also have rarely aligned with
these two theoretical models as they only consider isolated factors
or steps like the timing and framing of rationale messages or the
permission requests (see Section 3.1- 3.4).

This leaves two notable gaps: the absence of an empirically
grounded work that links pre- and post-installation decisions into
a unified process, and the lack of work that situates PC and CI
across the full progression of app adoption. Our study makes the
first important steps to address these gaps by examining privacy
decision-making as a sequential, cross-stage process and how early
cues (PC) accumulate and inform later choices (CI).

4 Method

To explore our research questions, we conducted semi-structured
interviews with Android smartphone users to collect detailed in-
sights into their app user journey, while keeping the conversation
open enough to explore emerging themes. Our approach was ex-
ploratory, given the limited understanding of how users move from
an initial app need to ultimately making a permission-granting
decision.

We recruited participants who primarily use Android devices, as
this aligns with our study’s focus on permission-granting practices
within Android’s ecosystem. Android’s open ecosystem enables
granular data collection and analysis of user behaviors, permis-
sions, and security practices, unlike iOS, where restrictive APIs
and sandboxing limit observational research [19, 71]. Additionally,
Android’s dominant global market share (*72% as of 2025) [65] and
diverse device landscape also provide a more representative sam-
ple for privacy research [9, 13], since findings are grounded in the
ecosystem where the majority of mobile permission interactions
take place. We discuss the limitations of our method in Section 6.6.
Our overall study setup is outlined in Figure 4.

Interview guide Screening Interview Thematic Analysis
development (n=112) (n=21) (n=19)

J J

8x Pilot 2x Interview
interview removed

Figure 4: Overview of our recruitment and analysis approach
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4.1 Interviewing procedure

We developed an interview guide as a flexible protocol to guide the
data collection process. The guide was iteratively refined through-
out the study, incorporating insights from earlier interviews and
shifting the focus toward newly emerging topics as they arose.
When participants introduced issues spontaneously, we followed
their lead and adjusted the sequence of questions to explore these
areas in depth. Despite this flexibility, the guide retained a consis-
tent core set of topics that was explored with all participants. These
topics covered their general smartphone use; what they typically do
when they need a new app, both in general and for different app cat-
egories (e.g., banking vs. shopping apps); where they usually obtain
apps; what information they review before downloading an app;
and any concerns they have about app-related privacy. We ensured
that participants described their user journeys in their own words
without being prompted with specific steps. Only when a topic did
not arise spontaneously did we introduce gentle cues to explore it
further. This combination of structure and adaptability aligns with
qualitative research best practices, which emphasize responsiveness
as a means of enhancing data richness and validity [37, 75].

4.2 Pilot Study

We conducted two iterative pilot rounds to refine the interview
guidelines and ensure comprehensive coverage of the user journey.
The first pilot involved five participants recruited from university
lists and internal student workers who were not involved with the
project. During these initial interviews, we observed that partici-
pants were frequently unfamiliar with the app store’s Data Safety
Section and seldom mentioned secondary phone use or sideload-
ing apps without prompting. To better capture these potentially
relevant but less spontaneously reported behaviors, we incorpo-
rated brief demonstrations of the Data Safety Section and added
explicit, neutrally phrased prompts about secondary phone use and
sideloading in the revised interview guide.

A second pilot with three Prolific [59] participants confirmed
that these refinements improved the interview flow and clarity
without leading to biased responses. Importantly, these prompts
were designed to encourage recall rather than guide opinions, pre-
serving participants’ original perspectives. Data from both pilot
phases were excluded from analysis to maintain the integrity of
the main dataset. The finalized interview guidelines are provided
in Appendix C.

4.3 Sampling and Recruitment

To sample and recruit interview partners, we first distributed a
screening survey via Prolific [59]. In this survey, we 1. asked for
participants’ willingness to take part in an online interview session
and 2. collected information relevant to selecting suitable interview
partners. In addition to demographic information, we collected
self-reported data on participants’ app download frequency, their
tendency to download apps or APKs outside of the Google Play
Store, the frequency of such downloads, and the approximate num-
ber of APKs they had downloaded. We also measured participants’
security attitude using the SA-6 scale [21].

All participants were recruited from the United States to ensure a
more homogeneous context for examining the mobile user journey.
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Table 1: Participant Demographics

PID G Age Education IT SL SLN SA-6
P1 M 35 HSDiploma O @ 3 433
P2 F 56 HSDiploma O @ 3 333
P3 M 28 HSDiploma O @ 1 266
P4 F 48 HSDiploma O O 0  3.00
P5 M 36 Bachelor’s o O 0 2.16
P6 M 75 HSDiploma O @ 8  4.66
P7 F 61 HSDiploma O O 0 3.83
P8 M 68 Master’s o O 6 3.83
P9 M 52  Associate o o 10  4.83
P10 M 38 HSDiploma O @ 2 3.66
P11 F 34 Doctoral o e 200 3.50
P12 F 50 HSDiploma O O 0 166
P13 M 58 Bachelor’s o O 0 450
P14 F 50 Bachelor’s o O 0 2.33
P15 F 53 Master’s o e 3 433
P16 M 37 Bachelor’s o O 0 3.66
P17 M 25 HSDiploma @ { ] 50 2.66
P18 N 23 Bachelor’s o O 0 1.66
P19 N 25 HSDiploma O { ] 6 1.83
Legend:

G: Gender (M=Male, F=Female, N=Non-binary); IT: IT background (@=Yes,
O=No); SL: Sideload (@®=Yes, O=No); SLN: Number of Sideloaded apps; SA-6:
Security Attitude Score [21]; HS Diploma: High School Diploma or Equivalent.
SA-6 Interpretation (U.S. population sample): < 3.57 = much lower than average;
3.57-3.99 = close to average; > 3.99 = much higher than average.

Limiting the study to one country minimized confounds related to
device availability, platform popularity [1], and cultural variations
that could influence privacy perceptions [13]. Prolific users were
eligible only if they held a U.S. account, had a minimum approval
rate of 95%, and were fluent in English.

We first applied Prolific’s standard sampling filters based on our
recruitment criteria (see Appendix A) to identify suitable partic-
ipants. Respondents then completed a prescreening survey (see
Appendix B) via Qualtrics [60], yielding 112 responses. After data
quality checks, we excluded iPhone users and responses flagged
by Qualtrics as duplicates or potentially fraudulent, resulting in
74 eligible participants. Although an “Android mobile OS” filter
was used on Prolific, 38 respondents reported using iPhones, likely
due to outdated profile information. Interview invitations were
then distributed iteratively across four recruitment pools, and 6
participants withdrew before scheduling could occur. Applying our
inclusion criteria—aiming for diversity in security attitudes [21], ed-
ucation, technical background, and sideloading behavior—yielded
21 qualified participants. Two interviews were later excluded due
to connectivity issues, resulting in a final dataset from 19 inter-
viewees (10 male, 7 female, and 2 non-binary). See Table 1 for the
demographics of our final dataset.

4.4 Data Collection

We conducted 19 interviews, each lasting between 22 minutes and
66 minutes, totaling 737 minutes (with an average duration of 38.8
minutes). Variation in interview duration primarily reflected in-
dividual communication styles and levels of elaboration. Some
participants offered concise responses, resulting in shorter sessions
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(P19, duration 22 min.), but all interviews followed the same semi-
structured guide, and every core topic was covered in full, ensuring
data completeness. Interviews were conducted via Zoom, with both
audio and video recorded. However, only the audio files were tran-
scribed and analyzed. Video recording served two purposes: first, it
enhanced participants’ engagement, created a sense of social pres-
ence and credibility through eye contact, and second, it allowed
us to verify that no disruptions or technical issues affected data
quality, consistent with online interview best practices [26, 54]. Par-
ticipants could choose whether to enable their camera, and three
participants opted to keep it off. Only the interview session was
captured, and all recordings were managed in accordance with our
ethical procedures (see Section 4.6).

4.5 Data Analysis

We analyzed the interviews using thematic analysis [11, 70], which
is well-suited for exploratory studies that aim to capture end-users’
perspectives and has been widely applied in related works [7, 10,
24, 28]. Our process followed the six-phase framework introduced
by Braun and Clarke [11].

First, the audio recordings were transcribed verbatim by a GDPR-
compliant transcription service [57]. To begin coding, three re-
searchers independently analyzed the same four transcripts using
an inductive, bottom-up approach inspired by open coding. Af-
terward, they met to compare their coding outcomes and discuss
differences in interpretation. Subsequently, the two primary re-
searchers continued by coding two more transcripts, then met to
reconcile any discrepancies and jointly constructed an initial ver-
sion of the codebook. This preliminary codebook was applied to
two additional interviews, with the researchers meeting weekly
to review disagreements and refine code definitions. Iterative re-
finements led to the finalized codebook used for the remaining
transcripts.

During the analysis process, the researchers created analytic
memos and summaries to document reflections and track emerg-
ing ideas. Codes were then organized and connected axially to
explore their relationships, facilitating the development of broader
themes and subthemes using thematic analysis [11, 70]. Through-
out this stage, we repeatedly revisited the transcripts to ensure
that interpretations remained grounded in participants’ accounts.
Data saturation was assessed through ongoing weekly team discus-
sions during analysis. Saturation was operationalized as the point
at which coding successive interviews yielded no new codes or sub-
themes beyond those already represented in our evolving codebook
(i.e., not a relabeling or refinement of an existing code). We declared
saturation when the codebook remained stable across successive in-
terviews; this point was reached after coding 13 interviews. Coding
disagreements were resolved through discussion until consensus
among coders, with decisions documented by updating the shared
codebook and revisiting affected transcripts. To verify this observa-
tion, six additional interviews were coded and analyzed, confirming
codebook stability and that no new codes or subthemes emerged,
which indicated that saturation had been reached. In total, our
analysis produced six main themes and eighty-nine subthemes (see
Codebook in Appendix D).
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Figure 5: The mobile user journey from app discovery to permission-granting decision. This diagram highlights four stages:
discovery through peer recommendation, search, or promotion; exploration and selection via multisource verification, Play
Store listings, or financial benefits; installation through the Play Store or sideloading; and finally, permission decisions shaped
by relevance, necessity, financial benefits, or contextual considerations. The app type is not directly linked to the user journey,

but it is one of the catalysts that drive the journey.

These themes informed the structure and emphasis of the Re-
sults and Discussion sections. While not every theme appears as
a standalone topic in the final narrative, the majority contributed
to the interpretation of key findings and arguments, for example,
themes related to the user journey, sideloading practices, and app
types. Other themes, such as those capturing individual user traits,
supported contextual understanding and analytic depth but were
not treated as central analytical points. This selective integration
reflects established qualitative practice, where themes serve as an-
alytic scaffolding rather than a one-to-one outline for reporting.
We did not calculate inter-rater reliability; instead, the two main
researchers held weekly meetings to resolve differences and update
the codebook until a consensus was reached, consistent with best
practices in qualitative research [35, 43, 55].

4.6 Ethical Considerations

Interviews were conducted via Zoom. Participants received compen-
sation at a rate of £9.60/hour for completing the brief pre-screening
survey and £20.00/hour for participation in the interview.

Both audio and video were recorded during the sessions to sup-
port clear communication and maintain an accurate record of the
interview; however, only the audio recordings were used for tran-
scription and analysis. Video files were permanently deleted im-
mediately after each interview. Audio recordings were transcribed,
anonymized, and subsequently deleted once transcription was com-
plete. Throughout the research process, we minimized the collection
of personally identifiable information (PII), restricted access to non-
anonymized data to a small number of researchers, and ensured that
all data storage and processing complied with GDPR requirements.

The study posed minimal risk to participants, focusing solely
on general smartphone usage patterns. Participants were encour-
aged to express any discomfort with particular topics and could
withdraw at any time. No participants chose to discontinue their
participation, and all appeared comfortable discussing their expe-
riences. All participants provided informed consent prior to the
interview and were debriefed at the end.

All procedures in this study received approval from our univer-
sity’s Ethical Review Board (ERB), which reviewed and approved
the study design, survey materials, and interview guide. The study
adhered to the ethical principles set forth in the Menlo Report [16].

5 Result

We present the themes that emerged from our thematic analysis.
These themes illustrate how participants interpreted the available
information, navigated alternative options, and made choices across
the user journey. To indicate the prevalence of each theme, we use
qualitative frequency descriptors tied to participant counts in our
sample of 19 interviews.! Our aim is not to generalize beyond our
study context but to surface patterned dynamics that characterize
how participants encountered, evaluated, and ultimately responded
to permission requests.

Our analysis shows that decisions around ‘Allow’ or ‘Deny’ do
not emerge at a single moment but unfold across a journey with dis-
tinct yet interlinked phases: app discovery, app exploration and
selection, app installation, and permission-granting decision
(PGD).

We begin by examining how this journey starts and how partici-
pants first encounter mobile applications. We then describe each
step of the journey, followed by the privacy strategies participants
adopted and the factors that influenced their decisions. Finally, we
describe archetypal variations that highlight alternative pathways
shaped by contextual factors. Figure 5 provides a visual overview
of the user journey and its core components.

5.1 Factors Shaping the User Journey

The user journey starts with the desire for an app. This initial
motivation, whether functional, social, or situational, served as a
catalyst that pushed users to seek out applications that could fulfill

'We define the descriptors as follows: a few (0-3 participants), some (4-7), about half
(8-11), many/most (12-15), and almost all/all (16-19). This mapping follows prior
qualitative research [27, 29, 30].
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their goals. Participants consistently emphasized the centrality of
mobile phones in their everyday lives and described a wide range
of app-dependent activities from work and shopping to navigation
and entertainment.

‘T do everything with my phone. Literally everything.
Work, social media, crypto, you name it.-P9

Across interviews, distinct types of apps emerged as influential
entry points that shaped how the journey unfolded. For instance,

e Familiar Apps — applications that the user already knows
or has used before.

e Mandatory Apps — applications that users feel obligated to
install due to the necessity to take the service, i.e., Banking
App.

e Recommended Apps — applications suggested by others
(friends, experts, systems) for specific purposes.

e Reputable Apps — applications with strong reputations,
often from well-known developers or companies.

o Sideloaded Apps — applications installed from outside the
official Google Play Store, typically in APK format.

These app types did not constitute steps in the journey but
acted as early frames that conditioned expectations, trust, and the
degree of scrutiny participants applied later. We discuss each type
below. We further examine the implications of these app types in
Section 5.4.

5.1.1  Familiar Apps. About half of the participants (n = 9; P1, P3,
P9, P10, P13-P15, P18, P19) described relying on apps they had pre-
viously used. They highlighted that familiarity served as a shortcut,
simplifying choice, reducing uncertainty, and diminishing the need
to reevaluate the app’s legitimacy or permissions, as they already
trusted the app from previous experience.

“Since I've already used it in the past and I typically
won’t really read the description of the apps when I have
already used them before.”-P3

Familiar apps illustrate how trust can accumulate over time and
carry forward, effectively pre-structuring later stages of the journey.

5.1.2  Mandatory Apps. Some participants (P4-P6, P12, P13, P15,
P17) adopted apps because external institutions required them to do
so. These included banking, workplace, school, or service-provider
applications (e.g., youth sports communication platforms). In such
cases, participants framed installation as obligatory rather than
elective. For example, P15 noted, “Sometimes they’ll say download
our app or some things you can’t do on the website [...], you have to
download that.” Mandatory apps constrained their decision space.
Participants described compliance as the only viable option, which
later reduced resistance at the permission-decision stage.

“A lot of times with our kid for like sports, youth sports
and stuff they’ll have specific communication apps we
need to download to get information updates.”P5

5.1.3 Recommended Apps. Social recommendations played a sig-
nificant role for almost half of the participants (n=9). Friends, family,
colleagues, or trusted communities influenced app choices, with
recommendations functioning as a transfer of trust. For instance,
P11 recalled, “Admittedly, I do get a little bit more relaxed with it.
Like I don’t do as crazy checks because I assume that my husband, or
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my friend, has gone through the same process I do.” Almost half of
our participants (n=9; P2, P5, P8, P11, P13-15, P18, P19) echoed this
pattern.

“Similarly, the people I know on the mailing list, I have
years of depth of interaction with them. [...] And I typ-
ically am installing apps only that have been recom-
mended by someone that I feel I have some personal
connection to.”-P8

These social recommendations offered a perceived safety layer,
demonstrating how interpersonal trust can serve as a substitute for
technical scrutiny.

5.1.4 Reputable Apps. Some participants (n=7; P2, P3, P10-13, P15)
emphasized app reputation, often equating it with recognizable
companies or established brands. Reputation operated as another
heuristic for quality and safety. Apps associated with well-known
companies or strong brand recognition were often described as
reputable.

“Well, before I download, I have to make sure that it’s a
reputable site. I have to make sure that I'm not going to
download anything that’s like a brand new company
that nobody’s heard of™-P2

Here, brand recognition substituted for detailed evaluation, reveal-
ing how institutional trust shapes early filtering.

5.1.5 Sideloaded Apps. About half of our participants (n=8; P1, P3,
P6, P9, P10, P15, P17, P19) described situations where they needed
apps that were not available in the official Play Store. Motivations
included missing features, unavailable services, or avoiding pay-
ment for premium apps. According to P6, some premium apps
that cost money on the Play Store were freely available elsewhere,
prompting him to sideload. Participants acknowledged the security
risks involved in sideloading apps but justified the practice as a
calculated trade-off.

“[...]1 couldn’t like a function that I just wasn’t offered
on the play store at all. So I kind of had to just trust
that it was going to be okay, just because I took the
gamble and just decided I needed that function. So I
took a risk.”-P1

Sideloading reflects a different logic of decision-making where
functional needs override security norms, and risk is reframed as
an acceptable trade-off.

Key Takeaway

The need for an app initiates the journey, but identifiable app
types, such as familiar, mandatory, recommended, reputable, and
sideloaded apps, quickly shape how the journey unfolds. These
types function as early heuristics that influence trust, scrutiny,
and risk tolerance. Familiarity and reputation provide a sense of
safety, recommendations transfer trust from peers, mandatory
apps constrain choice into compliance, and sideloading reflects
calculated risk-taking for access. As a result, many permission
decisions are effectively pre-conditioned long before the
prompt appears, underscoring how initial contexts struc-
ture downstream behaviors.
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5.2 The User Journey

The following themes, derived from our interview analysis, illus-
trate how participants’ experiences gradually connect across the
user journey. Each block represents a stage in the journey where
users interact with different facets of mobile apps and privacy
decisions. The journey unfolds across four primary stages: App Dis-
covery, App Exploration and Selection, Installation, and Permission-
Granting Decisions (PGD). Within each stage, we also identified
several subthemes that represent specific pathways or factors shap-
ing users’ actions. Depending on the app type, some stages may
be skipped. For example, users sometimes move directly from app
discovery to installation, as we illustrate later in the archetypal jour-
neys (in Section 5.4). We conceptualize these stages as connected
moments of sensemaking, where earlier assumptions, needs, and
contextual cues shape what users notice and prioritize next. The
findings reveal that these moments build upon one another, forming
consistent patterns that shape how participants ultimately approach
permission decisions.

e App Discovery captures how users first become aware of
applications. Key subthemes include peer recommendations,
website searches, in-app advertisements, and promotional
campaigns, among others. These subthemes reflect the di-
verse ways users encounter apps before any evaluation or
engagement.

e App Exploration and Selection represents the evaluative
phase where users assess app details, security factors, and
make informed choices. Key subthemes include review anal-
ysis, app descriptions, ratings, and reputation, among others.
These elements shape users’ confidence, perceived risk, and
overall decision-making before installation.

e Installation is the practical step of downloading and in-
stalling the chosen application.

e Permission-Granting Decisions (PGD) reflects the stage
where users respond to runtime permission requests and de-
cide whether to grant or deny access to sensitive resources.
Key subthemes include perceived necessity of permission re-
quest, trust in the app, privacy concerns, and risk assessment,
among others. This stage exposes how earlier expectations
and heuristics surface during privacy-relevant choices.

We discuss each theme in detail in the following sections.

App Discovery

In our study, participants described various ways they discovered
applications, often starting with peer recommendations, social me-
dia advertisements or campaigns, and browsing online sources.
These encounters marked the starting point of their journey to-
ward further evaluation. App discovery, therefore, emerged as a
socially and digitally mediated process, where exposure through
different means often prompted participants to explore apps further.
Across participants’ narratives, the discovery functioned less as a
neutral starting point and more as an initial filter, shaping which
apps users perceived as trustworthy, familiar, or worth further
effort.

Peer Recommendation. Participants often learned about new
apps from friends, family members, or colleagues. P8 noted, ‘Tam
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slow to download. I do it infrequently. Mostly it’s on word of mouth.
It’s personal recommendation from someone whom I know.” About
half (n=10; P5, P7-9, P11-15, P18) of our participants reported this
pathway. These accounts illustrate how interpersonal trust can
substitute for technical scrutiny and set the tone for subsequent
exploration. When the recommender is trusted, participants often
proceed to the next stage with heightened confidence and a lower
perceived risk.

Online Search. Participants also used online searches, such as
Google Search and Reddit, to find new apps. P5 described a process
shared by half of our participants (n=11; P1-3, P5, P6, P8-10, P12-14),
“If I want something more specific, I typically utilize a Reddit search,
[...] because I feel there are threads in there, people discussing more
specific apps [...]” These searches often reflected active information
seeking, especially when participants had specific functional needs
or desired community validation.

Some participants found apps directly through services they
previously used on other platforms, including cases where apps
were unavailable on the Play Store. As one participant shared:

“T had used Adult Friend Finder on a browser [...] they
said, we’ve got an app now. But it wasn’t in Google Play.
[...] We’ll send you the link.”— P12

Similar experiences were reported by half of the participants (n
= 8; P1, P3, P6, P9, P10, P15, P17, P19). While some participants
were encouraged by the service provider to download an external
app, a few reported finding apps independently on websites when
they were unavailable on the Play Store, for instance, to access
a free version or a specific older release. These examples show
how platform absence did not deter motivated users. Instead, prior
familiarity with a service often justified bypassing conventional
safeguards to use third-party downloads.

Ads and Promotions. Participants also discovered new apps
through social media, TV ads, and promotions. They reported that
regular exposure to these ads often led them to download the ad-
vertised apps. P4 noted, “Sometimes I'll see like new apps through
different types of social media or even on TV. And if it looks interesting,
I’ll download it.” Half of the participants (n=10; P1, P7, P9-12, P14,
P15, P18, P19) described similar experiences.

These pathways demonstrate how repeated exposure can normal-
ize apps that participants had no prior intention of exploring. Ads
functioned as background cues that gradually shifted perceptions
of relevance and further exploration.

In-app Ads and Play Store Browsing. Participants reported be-
ing exposed to new apps through in-app ads.? Some noted that these
ads appeared while using other applications, particularly games,
and often sparked their curiosity to try something new. As P14
explained, ‘T generally find new games through ads. They’ll send me
in because I play the games that have ads in them. [...] And then from
there, all I do is just click install.” Participants also browsed cate-
gories on the Play Store to find apps. For example, one participant
shared that they used a random search by category to find a new
app to try out, and noted that,

In-app ads are targeted advertisements within mobile applications that use user data
to display relevant promotions and generate revenue for developers. [48]
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“I'm just wanting to find a fun game to download and
install. So I'll just kind of scroll through and look at the
different games in the category of game apps that are
on the Google Play Store [...] then download it.-"P3

This reflects a self-guided approach, where participants actively
browsed categories to discover apps, while some (n=7; P5-7, P9, P10,
P12, P13) engaged in a try-and-test approach rather than relying
on ads or promotional recommendations. This exploratory behav-
ior suggests that some users treat app discovery as a low-stakes,
iterative process guided by experimentation rather than deliberate
evaluation.

Key Takeaway

App discovery operates as an early filter that shapes how users ap-
proach all subsequent stages of the journey. Social recommenda-
tions often transfer trust directly into the process, online searches
support targeted problem-solving, and advertisements create re-
peated cues that normalize unfamiliar apps. These discovery
pathways do more than introduce options; they form initial
expectations that influence later scrutiny, trust formation,
and ultimately permission decisions.

App Exploration and Selection

After discovering new applications, participants described employ-
ing various strategies to determine whether the app was worth
installing. This stage reflected a process of diverse considerations
and involved a mix of verification, reassurance, and motivation
before making a final decision to proceed with the app. Across
participants, this stage served as a critical filtering point, deter-
mining which discovered apps progressed toward installation, and
addressing how early exposures shape later steps (RQ1, RQ2).

Multisource Verification. Participants often used online commu-
nities such as Reddit, YouTube, tech blogs, or discussion forums to
verify an app’s credibility before selecting it. They described this
cross-checking as a way to validate trustworthiness and align with
their expectations, as P5 highlighted: “If I'm wanting to download
an app that’s already in the Google play store, sometimes I'll watch
YouTube videos and see what other people are saying about the apps.’
Many reported rarely relying on a single source of information.
Instead, they compared opinions across platforms to make more
confident choices. As P6 explained:

2]

“Look for reviews of that from reputable sources, PC
Magazine in the US, or there’s other internet sites, and
Android reviewers that do reviews of apps and see if
they have that same logo and then make sure that I've
got the right one from a trusted source.”-P6

This pattern was echoed by most participants (n=15). Such cross-
checking became more pronounced for unfamiliar or higher-risk
apps, indicating that exploration intensity scaled with perceived
sensitivity. In contrast, everyday or well-known apps required min-
imal verification, demonstrating how familiarity reduced cognitive
effort during exploration.

Play Store Listings. Our thematic analysis showed that the Play
Store played a central role in shaping exploration and evaluation
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before participants considered app selection. User reviews, star rat-
ings, and download counts served as quick indicators of quality and
trust, which helped participants filter out less reliable apps. Many
of our participants (n = 15; P1-9, P11, P13-15, P18, P19) reported
that they routinely checked these cues before making a decision
to download the app. They also noted that low download counts
or a run of negative reviews were taken as signals of poor quality,
with P4 remarking: “There’s nothing more truthful than listening to
people’s actual complaints in the reviews.” In such cases, participants
reported that they preferred to move on and look for alternative
options, as remarked by P15, ‘I definitely am not going to download
anything with low reviews, low star rating.”

Participants also differentiated between heuristics used for sim-
ple utilities and those used for sensitive apps. For high-risk cate-
gories (e.g., VPN apps), they combined multiple Play Store cues
to reduce uncertainty, illustrating how exploration becomes a risk
management process rather than a simple preference matching
process.

Some participants followed workplace requirements or service
obligations even when ratings were low, treating the installation
as a matter of compliance rather than a personal choice. These
exceptions show how contextual constraints can override the usual
selection logic, which helps explain why certain apps advance de-
spite low trust signals.

A few participants (n=3; P3, P6, P11) also paid attention to Play
Store credibility cues, such as app icon, verified badge, or ‘Editor’s
Choice’ label, before considering an app among the available op-
tions. For example, P11 emphasized: ‘T always like when it comes
to any type of app that I download, I always want to double check to
make sure that it’s verified and it’s not a scam.”

Many participants reported limited understanding of technical
terms in privacy policies, leading them to ignore these cues. About
half (n = 9) reported skipping them due to a lack of understanding
or excessive length. As P7 noted, ‘T don’t know what to do about it
because I don’t know that much about it. It would be good to have like
a basic education on data privacy and how to use your technology
without exposing yourself.”

Furthermore, almost all (n=18) participants also tended to skip
the DSS, either because they overlooked it or found it too dense to
act on. Consequently, they relied far more on ratings and reviews
than on privacy-specific DSS embedded in the Play Store.

This limited comprehension ultimately narrowed their ability to
critically assess security claims, pushing them toward readily inter-
pretable surface-level indicators rather than deeper assessments of
security or data practices.

Peer Recommendation. In several cases, participants noted that
the same peer recommendation that triggered discovery also gov-
erned exploration and selection, with participants choosing the
recommended app without further comparison. About half of our
participants (n=11; P5, P7-9, P11-13, P15-18) described knowing
about apps through friends or acquaintances and ultimately down-
loading and using them. P7 recalled: ‘T looked up calorie counters
on google and then it gave me a list of ones |[...] then a friend was
like have you tried this one? And I was like oh and I downloaded it.
I like the way it worked. I've been using it ever since.” These cases
show that peer trust can effectively compress the exploration stage,
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Figure 6: Archetypal Journey Type 1: “Recommended App” with Peer Recommendation. This figure illustrates a journey where
the focal app type is a Recommended App, as indicated by the app type on the left. The journey is initiated through peer
recommendations, which shape both the Discovery phase and the Exploration and Selection stage. Because the recommendation
already provides a trusted basis for evaluation, users move through Exploration with minimal comparison or verification.
Installation typically occurs via the Google Play Store, reinforcing expectations of legitimacy. By the time users reach the
Permission-Granting Decision, the prior social endorsement reduces hesitation, resulting in a relaxed and largely uncritical
acceptance of permissions. Greyed-out elements indicate stages or factors inactive in this journey.

illustrating how social cues can bypass more systematic evaluation.
This dynamic also clarifies why discovery mechanisms influence
later stages of the journey

Financial Benefits. Exploration was also shaped by potential fi-
nancial benefits. Many participants (n = 12; P2, P3, P7, P8, P10-13,
P15-17, P19) were motivated to try apps that offered coupons, re-
wards, or promotional points, framing these as added incentives for
their selection. One participant explained downloading a shopping
app mainly for points that could be redeemed for discounts, noted
with

“Thing about Target I got their app because they had

like a lot of coupons and discounts and special things

[...] They’ll give you a free carton of ice cream for your

birthday [...] so that made me think like why not?”-P10

Financial benefits served as strong motivators that could override
concerns or reduce scrutiny, highlighting how non-privacy factors
influence which apps advance toward installation.

Key Takeaway

Participants relied on cues such as ratings, reviews, and app
descriptions, but combined them with personal heuristics, in-
cluding comparing alternatives and seeking trust signals. Explo-
ration operated as an active filtering stage where users as-
sembled multiple forms of evidence to reduce uncertainty,
selectively ignored harder-to-interpret elements like the
DSS, and at times moved quickly toward installation when
strong social or financial cues were present. These patterns
clarify how exploration mediates the influence of earlier discov-
ery mechanisms on installation decisions.

Installation

Installation emerged as a universal and unavoidable step in the user
journey, marking the transition from app selection to use. For all

participants, the Google Play Store was the default and most familiar
source of downloads. However, participants also described instances
where they turned to sideloading when an app was unavailable in
the Play Store, when seeking a free alternative to a paid version,
or when needing an older release (see Section 5.1.5). In these cases,
participants mentioned sources such as F-Droid or other third-party
repositories, as echoed in P17’s remark:

“T get a typical application from the app store. It wants
me to pay money. It’s going to put ads in my face. It
wants me to, it’s just gonna, it’s like, 'm being marketed
to at all times. I get these F-Droid things.”-P17

While the Play Store was perceived as the safer and more conve-
nient option, sideloading reflected a practical workaround when
specific needs could not be met through official channels. These
deviations demonstrate how installation choices are influenced by
earlier exploration constraints, such as affordability or availability,
highlighting the interconnected nature of the journey.

Permission-Granting Decisions (PGD)

Our analysis revealed that participants employed a range of strate-
gies when confronted with permission requests. This included eval-
uating relevance to app functionality, weighing necessity against
potential risks, and tailoring accept or deny choices to situational
needs. Across accounts, permission decisions reflected a negoti-
ation between practical demands and privacy concerns, illustrat-
ing how users move from earlier exploratory heuristics to explicit
risk-benefit judgments.

Evaluating Permission Relevance. Participants described sev-
eral techniques they used to assess whether a permission request
aligned with their understanding of the app’s purpose. When a
requested permission seemed unrelated to the app’s intended func-
tion, they often became suspicious and were more likely to deny it.
This pattern appeared in most of our sample (n=14), as P15 noted:
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“When I looked at the permissions, what the permissions made sense,
they wanted access to my contacts, which makes sense because I'm
going to be texting. I look at it, does it make sense for this app to be
asking to have access to this data?” This reasoning demonstrates
how participants drew on intuitive models of app functionality
to evaluate legitimacy, thereby filling the interpretive gaps left by
technical language or explanations.

Necessity. Participants also assessed whether permissions were
required for the app to function properly. About half (n = 11; P2-4,
P6,P7,P9,P10,P13,P14, P18, P19) accepted permissions they viewed
as essential, even when they had underlying concerns. They framed
these decisions as constrained choices in which utility outweighed
discomfort. As P7 explained:

“I don’t like it when it does that, but sometimes I let it
anyway if I really want to use the app. If I have to do
it to be able to use the app and I really want to use the
app, I'll let it anyway, even though I don’t like it.”-P7

Some (n=4) participants rejected or deleted apps when the permis-
sions seemed excessive or unjustified. As P14 noted, ‘T know I needed
the camera but it also asked for my contacts and all that. So I ended
up deleting that [...] because there’s no reason for an ear cleaner or
ear scope to need my contact information.” These accounts illustrate
a threshold dynamic; once a request crosses a perceived boundary
of necessity, users are willing to abandon the app entirely.

Conditional Acceptance based on Context. Participants re-
ported adjusting their decisions based on context, such as whether
the app was used for work, leisure, or a specific one-time task.
Many described granting permissions temporarily and revoking
them afterward, using contextual logic to retain a sense of control.
For instance, P6 recalled, ‘T did get one of those picture frames [...].
And I had to let them have access to my photos so I could put pho-
tos. [...] And if I ever want to put a photo back in the frame again,
I'll give them permission for that 10 minutes and then cancel the
permission,” and half of the participants (n=11) expressed similar
experiences. A few participants described a flexible or inconsistent
pattern, where permission decisions were shaped primarily by the
immediate context rather than stable rules. As P3 explained:

“Sometimes I'll press allow, sometimes I'll press the other
option just basically just to get past that section of what
it’s asking me so I can use the app.”™-P3

These accounts show that permission decisions are not fixed rules
but adaptive responses shaped by immediate goals, effort minimiza-
tion, and perceived reversibility.

Financial Benefits. Some participants (n=7; P3, P10-13, P17, P19)
expressed willingness to grant permissions if the app offered tan-
gible rewards, such as coupons, loyalty points, or gift cards. In
these cases, the trade-off was considered worthwhile, even if the
permissions otherwise felt invasive. One participant noted,

“There are receipt apps where you take pictures of your
receipts and they give you points. That asks for those
permissions so they can analyze everything and then
give you credit for cash or gift cards. [... ] I've already
been through a breach and still I'm out here doing this.”-
P12
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These cases highlight how financial incentives can recalibrate pri-
vacy boundaries, shifting the evaluation from risk avoidance to
opportunity maximization.

Low Hesitation. A few participants (n=3, P2, P3, P19) described
paying little attention to permissions, treating the prompt as a rou-
tine step, and skipping it quickly in order to start using the app.
These participants described granting permissions almost automat-
ically, without reflection. P2 shared “There are times where I'm just
like, I use this app all the time. Okay, allow, allow, allow. And then
I don’t think about it too much.” Several associated this low hesi-
tation with trust in well-known companies or brands. For these
participants, familiarity effectively replaced scrutiny, collapsing the
permission stage into a near-automatic step.

Key Takeaway

Participants’ permission decisions ranged from careful scrutiny
to rapid, habitual acceptance. While many evaluated relevance
and necessity, others prioritized functionality, contextual conve-
nience, or financial incentives. A small subset treated permissions
as trivial, relying on trust in familiar apps or companies. Overall,
these accounts demonstrate how users balance privacy concerns
with the practical demands of continued app use, revealing sub-
stantial variation in their approach to this final decision
point.

In response to RQ1, the analysis identifies four main stages in the
user journey: app discovery, exploration and selection, installa-
tion, and permission granting. These stages are shaped by diverse
influences, including app type, social cues, prior experiences, and
contextual factors, addressing RQ2. Regarding RQ3, throughout
the journey, participants employed a range of privacy strategies,
including verification and selective acceptance, as well as contex-
tual decision-making and routine compliance. The stages of the
user journey are best understood as interconnected rather
than strictly linear, forming a cumulative decision context
that shapes the final permission outcome.

5.3 Privacy Strategy

Participants employed a range of privacy strategies across the
journey. Examining these strategies reveals the underlying log-
ics that guide decision-making and shows how early cues shape
later choices in systematic ways.

5.3.1 Trust in the Company and Brand. Participants frequently
grounded their decisions in trust in the company or brand. Well-
established organizations, particularly banks and financial insti-
tutions, were perceived as inherently safer because participants
already trusted them with sensitive information. Many participants
(n = 13) highlighted that brand familiarity, a large user base, and
positive past experiences reduced their perceived privacy risk. For
instance, P5 noted that

“I'm trusting this financial institution with my money
already and handling my money. So going into it, there’s
already a large layer of trust with that institution there.
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Figure 7: Journey Type 2 — “Mandatory App.” This figure illustrates a journey centered on a Mandatory App, marked in the
app-type on the left. Users first encounter the app through institutional or workplace requirements, which define the Discovery
stage and effectively remove autonomy in the Exploration and Selection phase. Because alternatives are absent, Exploration is
bypassed entirely. Installation takes place through the Google Play Store, but the key determinant is obligation rather than
choice. At the Permission-Granting Decision, users proceed with acceptance out of necessity, often viewing permissions as
unavoidable preconditions for fulfilling institutional tasks. Greyed-out elements indicate stages or factors inactive in this

journey.

So I feel like their app isn’t going to make or break my
trust with them.”-P5

This trust had a tangible impact on the journey. It lowered scrutiny
during exploration, reduced the need for external verification, and
diminished hesitation at installation or permission prompts. This
pattern illustrates how institutional trust serves as a heuristic that
streamlines decision-making and establishes a relatively high base-
line for acceptance before users encounter the permission interface.

5.3.2 Trade-off between Privacy and Access. Some participants
(n=5) explicitly described weighing privacy concerns against the
need to access a feature or service. They mentioned that sometimes
they prioritized necessity over privacy, such as when they had no
other options or a specific service was only available via a mobile
app. Reputation again played a role in mitigating perceived risk,
allowing users to accept permissions they would otherwise recon-
sider, as P7 admitted that, “T wanted to be able to see the news in the
morning. [...] I hadn’t read anywhere that CBC was doing massive
data accumulation or there was any kind of security risk. So it is a
trade-off that I was willing to take the risk because of the reputation
of the company.” A few participants also mentioned that they didn’t
want to share their information, but they accepted the condition
in order to use the app. Tangible benefits, such as loyalty rewards,
also shifted participants toward acceptance (see Section Financial
Benefits in 5.2). These accounts reflect a pragmatic orientation in
which privacy is negotiable when essential functionality or clear
benefits are at stake, highlighting how contextual pressures narrow
the decision space long before users reach a permission request.

5.3.3  Play Store Listings. Participants commonly used Play Store
cues, such as app ratings, reviews, and download counts, to gauge
credibility and assess potential privacy risks. Half of our partic-
ipants (n=11; P1, P4, P6-7, P9, P11, P13-16, P19) relied on these
metrics as quick filters during exploration and selection, interpreting

strong ratings or high adoption as indirect evidence of safety. For
instasnce, P1 noted,

“In terms of like security and the permissions I try to
find things that are, like they have a lot of downloads
where other people have already gone through and had
no problems.”

At the same time, some participants (n = 6) viewed reviews with
suspicion, and half of the participants (n = 9; P3, P4, P6, P8-9, P11,
P12, P15, P17) distrusted app descriptions due to their promotional
nature. This distrust often led users toward external sources for
validation.

“The developer can say anything he wants. He can say
that it’s safe and he could actually pull that off until
Google or Apple catches them.”-P4

This pattern demonstrates that store-level cues provide an ac-
cessible but imperfect layer of privacy reasoning, often sending
participants to external sources before shortlisting an app.

5.3.4 Trustin External Community. Many participants (n=12) relied
heavily on online communities such as blogs, Reddit, and review
groups as trusted sources for privacy-relevant assessments. These
spaces were valued for perceived authenticity, technical expertise,
and reduced commercial influence. P10 explained obtaining a VPN
app recommendation from Reddit:

“[...] So going to Reddit, you’ll likely get something gen-
uine. You don’t get people that are paid to promote
things on Reddit.”

Community-vetted recommendations functioned as shortcuts, for
example, when participants encountered an app already endorsed
in these spaces, exploration became minimal, and installation felt
safer. This shift toward community-based trust highlights how
privacy judgments are socially constructed and often delegated
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to collective vetting processes, rather than being formed through
individual inspection.

5.3.5  Multi-device and Shared-account Routines. A few participants
(n = 3; P10, P12, P14) described managing privacy risk across de-
vices by maintaining a “primary” phone for essential tasks and a
secondary device for experimentation or less-trusted applications.
This strategy effectively sandboxed risk and offered a structural
means of separating sensitive data from uncertainty. As P10 men-
tioned, “I'm not really downloading things that I'm not familiar with
for the most part on my main phone. But I may get and just go on
the second phone.” Only one participant (P11) reported sharing a
routine account with a spouse to access apps and content together.
While a corner case in our sample, this household practice may
be more common in the wild and can blur individual consent and
complicate permission management, consistent with findings in
prior work [38, 56]

Addressing RQ3, our findings show that users apply diverse,
stage-sensitive privacy strategies influenced by accumulated ex-
periences, trust relationships, and contextual constraints. Brand
trust and large user bases reduced scrutiny early in the jour-
ney; skepticism toward store materials led users to triangulate
information with external communities; and perceived necessity,
incentives, or device-level routines shaped how they ultimately
approached permission requests. These strategies illustrate that
many permission decisions emerge from patterns set well
before the prompt appears, reinforcing that privacy choices
are formed cumulatively rather than at a single decision
point.

5.4 Archetypal journey

Drawing on participants’ detailed accounts, we traced how indi-
viduals moved from discovery to evaluation, selection, installation,
and ultimately permission decisions. By comparing these sequence
maps across the dataset, we identified recurring patterns that illus-
trate how different combinations of needs, contexts, and informa-
tion sources shape the flow of the journey. The archetypes highlight
not only the steps participants passed through but also the mecha-
nisms that influenced how privacy considerations emerged or faded
across stages. We identified several archetypal journeys and report
four that were most prevalent and analytically distinct in our data.

Journey Type 1: Recommended App Use. A distinct journey
unfolded when app discovery was rooted in peer recommendation.
Rather than conducting an extensive evaluation, participants de-
ferred to the judgment of friends, family, or colleagues, assuming
that trusted peers had already vetted the app’s credibility and useful-
ness (see Section 5.2). This substitution of social trust for personal
scrutiny shortened the exploration stage considerably. Participants
described feeling more assured during selection and moved to in-
stallation with relatively little hesitation. Permission prompts were
approached with lower attention and weaker scrutiny, as partici-
pants framed the app as already “safe” based on who recommended
it. The resulting pathway reflects a compressed journey: a need
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emerged, discovery occurred through peer endorsement, explo-
ration became minimal, and permission evaluation shifted from
risk assessment to routine confirmation. Figure 6 illustrates this
sequence.

Journey Type 2: Mandatory App Use. A second archetype was
identified when app use was non-optional. Participants encountered
mandatory apps in workplace settings, institutional processes, or es-
sential service interactions (see Mandatory app in Section 5.1.2). In
these cases, participants exercised little agency in selecting the app;
the organization dictated which app to use and provided the discov-
ery path. Participants described a linear and externally driven pro-
gression: they received instructions, located the required app, and
proceeded directly to installation. When asked about permissions,
they noted reluctance or concern but emphasized that declining
was not feasible without losing access to the service. Figure 7 illus-
trates this journey. This journey demonstrates how institutional
requirements effectively override deliberation. The path shifted
from decision-making to compliance, with minimal opportunity
for negotiation or alternative evaluation.

Journey Type 3: Financial Benefits. A third archetype was char-
acterized by discovery through promotional campaigns, targeted
advertisements, or reward-based marketing (see Ads and Promotion,
in Section 5.2). Participants who encountered apps in this way of-
ten moved quickly toward installation, motivated by the prospect
of coupons, loyalty points, or other financial returns. While some
participants cross-checked reviews or ratings, especially those with
prior negative experiences, financial incentives generally acceler-
ated the journey. Even participants who expressed privacy concerns
at other times reported accepting permission requests to secure the
reward. This pattern demonstrates how economic incentives reor-
ganize the journey by reducing scrutiny and increasing willingness
to accept data access conditions. Figure 8 illustrates a recommended
app journey where ads and promotion spark discovery, financial
benefits motivate exploration and later permission acceptance, and
demonstrate how incentives can outweigh prior privacy concerns.

Journey Type 4: Sideloaded Apps. A fourth archetype surfaced
when participants acquired apps from outside the Play Store ecosys-
tem (see Sideloaded App in Section 5.1.5). These cases typically arose
when desired apps were unavailable in official stores (e.g., older
versions), offered premium functionality elsewhere, or circulated
within specialized communities (see Section 5.2). In this journey,
community trust replaced formal platform vetting. Participants
relied heavily on developer forums, tech communities, or word
of mouth from experienced users. Although participants acknowl-
edged high risk, they proceeded based on confidence in these ex-
ternal sources and the perceived value of the app. This journey
demonstrates how alternative trust infrastructures, such as com-
munity expertise rather than platform governance, shape privacy
decisions. Users weighed risks differently when benefits were clear
and when external actors fulfilled the role typically played by app
stores, as illustrated in Figure 9.
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Figure 8: Archetypal Journey Type 3 — “Recommended App” with Financial Benefits. This figure illustrates a user journey in
which the focal app type is a Recommended App (highlighted in green within the app-type on the left). The journey proceeds
from App Discovery to Permission-Granting Decision. Participants first encounter the app through ads or promotional
recommendations, which anchor the discovery stage. During App Exploration and Selection, users are primarily motivated
by financial benefits, making the incentive a decisive factor in choosing an app. Installation typically occurs through the
Google Play Store, reinforcing perceptions of legitimacy. By the time users reach the Permission-Granting Decision, the earlier
financial incentives continue to shape their judgments, often making them more comfortable granting permissions they might
otherwise scrutinize. Greyed-out elements indicate stages or factors inactive in this journey.

Addressing RQ2, user journeys varied substantially by app type,
with four archetypal pathways—recommended apps, mandatory
apps, financially motivated apps, and externally sourced (side-
loaded) apps—showing distinct patterns across discovery, explo-
ration and selection, installation, and permission handling. Rec-
ommended apps compressed evaluation through peer trust and
reduced attention to permissions. Mandatory apps constrained
choice and made permissions effectively non-negotiable. Finan-
cially motivated apps accelerated installation and shifted ac-
ceptance toward incentives. Sideloaded apps relied on commu-
nity vetting while accepting an elevated permission risk. These
archetypes demonstrate that app type not only shapes the
order of stages but also conditions when, how, and why
privacy decisions occur.

6 Discussion

Our findings advance the study of mobile privacy by shifting at-
tention from isolated permission prompts toward the processual
dynamics through which users arrive at those decisions. Across our
analyses, we observe that the determinants of permission choices
emerge not at the moment of disclosure but cumulatively through-
out the user’s app journey, a perspective that directly addresses
the research gap raised in RQ1-RQ3. This section synthesizes our
main theoretical contributions, elaborates how our results extend
prior work, and outlines implications for design and future research.

6.1 From Fragmented Decisions to a Sequential
Framework of Privacy Choice

Our study reframes app permission decisions as the culmination of a
longer sequence, integrating app discovery, exploration and selection,

installation, and permission-granting into a coherent behavioral pro-
cess (Section 5.2). This responds directly to RQ1, which asks what
the journey looks like, and RQ2, which examines how information
flows across these stages.

Prior research has typically focused attention on the immediate
prompt context (e.g., rationales, timing) [8, 17, 18], treating the
permission dialogue as the central unit of analysis, while ignoring
how the user arrives at this permission decision. However, our
results show that many participants had effectively made their de-
cisions long before reaching the prompt. For instance, in Journey
Type 3, the discovery context, such as financial incentives, collapsed
subsequent exploration and set expectations for acceptance at the
permission stage, aligning with previous work [72]. Similar sequen-
tial patterns appeared across other archetypes, suggesting that early
cues serve as epistemic anchors® that shape how later information
is interpreted or disregarded.

This sequential patterning also complicates the assumption made
by prior works [17, 18] that permission decisions are shaped pri-
marily by the prompt’s timing, framing, or justification. Instead, our
data show that decision inertia is formed through early heuristics,
such as perceived necessity, trust in recommenders, or app type, which
often determine outcomes. This insight calls for a theoretical shift:
permission decisions should be conceptualized as path-dependent
rather than moment-dependent. This opens up a direction for future
work to explicitly examine cross-stage dependencies, test causal
mechanisms between stages, and identify where the interventions
would have a meaningful impact on the user journey.

By integrating journey mapping, a method previously used in
other domains [31, 36, 44, 45, 68] such as HCI, sales and marketing,
and UX guidance [20, 25, 62], into mobile privacy, we demonstrate
that journey thinking is not merely descriptive. It offers a structured

3early cues that stabilize expectations and reduce the perceived need for later scrutiny
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Figure 9: Journey Type 4 — “Sideloaded App” with Calculated Risk. This figure represents a journey where the app type is
a Sideloaded App, highlighted on the left. Discovery typically occurs through online searches or recommendations from
tech-savvy communities, setting expectations for a more hands-on, technical process. Because users pursue a specific app for a
specific purpose, the Exploration and Selection stage is minimal or predetermined. Installation occurs through sideloading,
outside the Google Play Store, which introduces additional security considerations. At the Permission-Granting Decision, users
engage in a calculative assessment of risk, accepting permissions they believe are necessary while remaining aware of the
security trade-offs inherent to sideloading. Greyed-out elements indicate stages or factors inactive in this journey.

explanatory framework that clarifies why permission outcomes
vary across contexts. For instance, in Journey Type 2, the early
framing of apps as “mandatory” established a binding trajectory
that downstream stages could not meaningfully alter.

6.2 Broader contexts shape choices

Our findings further show that permission decisions are embedded
within broader contextual frames, such as prior experiences, social
influences, discovery pathways, and app type, that shape the extent
of user agency. This directly addresses RQ3, which inquired about
how perceptions from pre-installation stages influence subsequent
decisions.

Where users exercised full choice (e.g., Journey Type 3), permis-
sion decisions reflected personal heuristics, such as trust in store
reviews or recollections of past positive or negative experiences. In
contrast, for mandatory apps (e.g., Journey Type 2), users described
permissions as unavoidable, revealing that the concept of “user deci-
sion” is structurally constrained in many cases. Here, privacy tools
such as the DSS or permissions rationale have minimal influence;
not because users are uninformed, but because their autonomy is
limited by institutional context.

This raises an important theoretical tension: privacy instruments
assume a model of user choice that does not always exist in practice.
Across our data, participants treated privacy tools inconsistently,
for instance, sometimes as informational aids during comparison
when choice existed, and sometimes as bureaucratic formalities
when choice was constrained. This suggests that such tools may
not serve as universal privacy interfaces, but rather as contingent
devices whose influence depends on the user’s position within the
journey and the structural conditions that shape their agency.

This broader contextualisation helps explain inconsistencies re-
ported in prior literature [17, 18], such as the same prompt design
being effective for some users and ineffective for others, because the
prompt interacts with expectations shaped earlier in the journey.

Thus, understanding permission behavior requires examining not
only the micro-context of the prompt but also the macro-context
of user agency, app type, and motivational framing.

These insights call for renewed attention to the situated nature
of privacy decisions. They also point toward a richer theoretical
understanding of contextual privacy behavior that incorporates
not only micro-level cues but also macro-level constraints such as
institutional mandates and app types.

6.3 Designing for Journey-Aligned Privacy
Interventions

Existing critiques of mobile permissions often center on the usabil-
ity limitations of prompts [22]. In response, platforms introduced
upstream privacy tools such as the Data Safety Section (DSS). How-
ever, our findings show that interventions remain limited if they
are not aligned with the temporal structure of the user journey (see
Section 5.2). Participants often weighted peer trust, app type, ratings,
perceived necessity or brand reputation far more strongly than DSS
content. Because DSS appears during the exploration stage, which
is situated well before the permission prompt’s appearance. Thus,
it often becomes background information rather than an active
decision aid. In cases like peer-recommended or textitmandatory
apps, DSS was functionally irrelevant because users had already
committed to installing and using the app.

These results suggest that platforms may overestimate the effect
of providing privacy information at a single point in the journey.
This also highlights the need for future research to investigate
not only what privacy information is provided but also when and
where it is introduced in the journey, exploring whether hybrid or
staged interventions can enhance practical impact. A more effective
approach in future studies may involve: 1. repositioning privacy
cues [3] to moments of heightened relevance, such as integrat-
ing DSS summaries into the permission screen, 2. synchronizing
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privacy affordances across multiple touchpoints, enabling users
to revisit relevant information when decisions evolve. 3. tailoring
the placement and framing of privacy tools to different journey
archetypes and structural conditions (e.g., mandatory apps, peer-
driven discovery, or sideloading), rather than assuming a single,
universal flow.

Designers should therefore consider privacy as a distributed,
journey-wide process, requiring continuity rather than isolated
interventions. Future research can build on this by evaluating how
timing, repetition, and placement of privacy tools influence out-
comes across different archetypes and by reevaluating whether the
effects of contextual cues (i.e., timing, framing of rationale) reported
in prior work [17, 18, 66] are in fact contingent on earlier stages of
the journey rather than arising solely at the prompt.

6.4 Toward a Theory of Sequential Privacy
Decision-Making

Our findings underscore the importance of situating existing pri-
vacy theories within a temporal and sequential framework of mobile
app adoption. Privacy Calculus (PC) [15] accounts for the content of
users’ evaluations (e.g., perceived risk-benefit trade-offs) but does
not explain how these assessments develop as users move across
the stages that precede a permission request. Similarly, Contex-
tual Integrity (CI) [51] highlights the role of contextual norms and
information flows, yet offers limited guidance on when these ex-
pectations form, shift, or become constrained during the adoption
process.

The archetypal pathways identified in our study address these
gaps by showing how evaluations and expectations accumulate
across the journey. Participants’ decisions at the moment of a per-
mission request often reflected commitments formed much earlier,
shaped by discovery signals, perceived necessity, social trust, or
the type of app. For instance, in our “Mandatory App” pathway
(see Section 5.4), institutional framing at the discovery stage es-
tablished both the perceived legitimacy of the app (CI) and the
acceptable trade-off structure (PC), leaving little room for reconsid-
eration when the permission prompt appeared. These mechanisms
illustrate how risk-benefit judgments (PC) and appropriateness ex-
pectations (CI) co-evolve over time, narrowing or expanding users’
sense of agency as they progress toward permission decision.

By grounding these dynamics in participants’ narratives, our
analysis offers a process-oriented account of privacy decision mak-
ing that connects the rational evaluations emphasized by PC with
the contextual factors central to CL This synthesis advances a
clearer understanding of how users navigate the pre- and post-
installation ecosystem and provides empirical traction on RQ1-
RQ3, laying the conceptual foundation for interventions aligned
with the realities of journey-based decision-making.

6.5 Implications

Implications for Research. Our findings suggest a need for a
methodological shift in mobile privacy research. Because permis-
sion decisions emerge cumulatively across stages, we encourage
researchers to move beyond prompt-centric studies and adopt
journey-based, longitudinal approaches that capture how early sig-
nals (e.g., discovery pathways, social influences) shape later privacy
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behavior. Addressing this requires new empirical and analytical
methods capable of tracing decision formation over time, such as
staged diary studies, cross-stage experimental designs, or mixed-
method journey reconstructions.

Additionally, our archetypal journeys point to the need for a
more explicitly sequential theory of privacy decision-making, one
that explains how choice structures evolve across stages, how early
cues constrain or expand user agency downstream, and where dif-
ferent intervention types are most effective along the journey. Such
theorizing would help reconcile fragmented findings in the privacy
literature and provide a shared foundation for evaluating privacy
interventions, while offering clearer entry points for combining
qualitative journey reconstructions with log-based or experimental
work.

Implications for Designers and Platforms. Our findings suggest
that privacy tools should be redesigned to align with the tempo-
ral structure of the user journey, rather than assuming that users
engage with privacy uniformly across stages. Participants often en-
countered the DSS and app store materials at moments when they
were not yet orienting toward privacy (see Section 5.2). For exam-
ple, during discovery or early exploration, where heuristics such as
peer trust (see Section 5.2), brand familiarity (see Section 5.1.1), or
externally sourced guidance (see Section 5.1.5) dominated decision-
making. As a result, these upstream cues were frequently over-
looked or interpreted only as quality signals (see Section 5.2).

To better support meaningful decisions, platforms should surface
privacy information closer to consequential transitions. Integrating
key DSS elements into the permission interface and presenting
concise privacy summaries at installation would align privacy cues
with the moments when participants evaluate the relevance or
necessity of permissions (see Evaluating Permission Relevance and
Necessity 5.2). Treating each stage as a distinct design surface allows
information to be matched to users’ goals, attention, and agency at
that point.

A multi-touchpoint approach is also necessary to accommodate
compressed or constrained pathways seen in our archetypes. For
example, mandatory app users exercised little discretion (Journey
Type 2, see Section 5.1.2), while recommended app users deferred
to social trust (Journey Type 1, see Section 5.2).

Reintroducing brief, contextually relevant summaries at first
launch or when activating sensitive features would help ensure
that privacy cues remain accessible even when earlier stages are
skipped.

Finally, platforms should support contextual and time-limited
permission modes, reflecting patterns of conditional acceptance
and post-use revocation observed in our data (see Section 5.2). Such
interventions would more closely align with how users actually
navigate privacy throughout their journeys. Developing validated
design solutions will require targeted, user-centered evaluation (see
also Section 6.6).

6.6 Limitations

Our study, while providing a detailed account of mobile user jour-
neys, has several limitations that guide the interpretation of our
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findings. First, our data is based on self-reported experiences re-
constructed through interviews, which may involve over- or under-
reporting of experiences [63]. This risk is heightened in privacy-
focused studies, where participants may respond in socially desir-
able ways [23]. All participants were recruited via Prolific, which
may bias the sample toward those familiar with online research.
Some participants might also have prior interview experience,
which could influence how they described their experiences. Al-
though these interviews enabled us to capture cross-stage reasoning
that is rarely observable through log data or prompt-level studies,
they may underrepresent unconscious or automatic elements of
decision-making. Complementary methods such as longitudinal log-
ging or in-situ experiments would strengthen future causal claims.

Second, while our sample reflects a diverse range of everyday
Android users, it does not aim for statistical representativeness. Our
goal was to uncover mechanisms rather than measure population-
level prevalence. As such, the archetypes we identify should be in-
terpreted as analytically meaningful patterns rather than exhaustive
categories. We focused on U.S. participants, who have also been the
primary population in prior mobile privacy research [1, 32, 39, 58]
and to limit confounding variation introduced by cross-cultural
privacy norms and regulatory regimes (e.g., the GDPR), which are
known to shape mobile privacy attitudes and decision processes
differently across regions [12-14]. This allowed us to examine
journey-level mechanisms within a relatively coherent regulatory
and cultural context. Future work may extend this analysis to other
populations, platforms, and cultural settings.

Third, our design implications (see Section 6.5) are intentionally
exploratory and should be interpreted as theoretically grounded
directions rather than ready-to-deploy solutions. Because they are
derived from a qualitative analysis of 19 interviews, future work
should subject these ideas to targeted evaluation through user-
centered design studies (e.g., prototyping, field experiments, or A/B
tests) to assess their effectiveness and generalizability across app
categories, user groups, and platforms.

Fourth, our study focuses on the user’s journey from app need
recognition to the permission-granting decision. Although this is
where permission choices occur, some downstream behaviors, such
as revisiting permission settings, may reveal additional dynamics.
Extending the journey to include sustained use would enable a
more comprehensive framework of sequential privacy behavior.

Despite these limitations, our approach provides a theoretically
grounded account of how permission decisions form over time,
offering a framework for future work to build upon and empirically
validate across larger and more diverse contexts.

7 Conclusion

This paper provides a new perspective on mobile privacy-granting
decisions by empirically mapping the user journey from app need to
permission response. Our findings show that users’ decisions about
granting app permissions are not made in isolation but unfold across
interconnected stages, in which app need, discovery, selection, and
installation are interdependent and influence one another. These
findings collectively address our research questions by outlining
how the distinct stages of the mobile user journey unfold (RQ1),
how these stages vary across different app types (RQ2), and how
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users apply evolving privacy strategies shaped by early cues such as
peer trust, mandates, and incentives (RQ3). Together, these insights
consolidate fragmented understandings of permission behavior
into a coherent, empirically grounded framework of the end-to-end
decision process. By mapping app privacy-granting as a journey,
we highlight opportunities for designers to intervene early, embed
privacy safeguards strategically, and build trust throughout the
process. In doing so, our work provides a foundation for privacy-
focused cognitive walkthroughs that enable stakeholders to identify
pain points and better support users’ informed decisions regarding
permission granting,.
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A Participant Recruitment Filters

To ensure participants aligned with the study’s objectives and main-
tained consistency across cultural, linguistic, and technical contexts,
we applied the following pre-screening filters on Prolific.

(1) Age 18 or above: Ensures participants can provide informed
consent independently.

(2) Currently living in the United States: Maintains consis-
tency in cultural, regulatory, and market contexts.

(3) Born in the United States: Focuses on those with long-
term experience in the U.S. mobile ecosystem.

(4) First language - English: Supports clarity in communica-
tion and understanding of the interview.

(5) Phone OS - Android 6.0 or higher: Ensures participants
have experience with runtime permission prompts.

(6) Primary mobile device - Android: Keeps focus on Android
specific app behaviors and settings.

B Pre Screening Survey

The pre-screening survey was used to verify participant eligibility
based on the inclusion criteria. It collected demographic details,
mobile usage patterns, and confirmation of Android device owner-
ship to ensure that selected participants matched the study’s target
profile.

(1) Age - Please enter your age in years: (Use numeric format
only, e.g., 18)

(2) Gender - What is your gender identity?

(a) Male

(b) Female

(c) Non-binary

(d) Prefer to self describe (text entry)

(3) Education - What is the highest degree or level of education

you have completed?
(a) No degree
(b) Primary School Degree
(c) High School Diploma or Equivalent
(d) Associate Degree
(e) Bachelor’s Degree
(f) Master’s Degree
(g) Doctoral Degree (PhD, EdD, etc.)

(4) Mobile Brand - Please specify the brand name and model of
your primary smartphone. (e.g., Google Pixel 9 Pro, Samsung
Galaxy A54) (text entry)

(5) Mobile Phone Usage Period - How long have you been us-
ing your primary smartphone mentioned in the previous
question?

(a) Less than 6 months
(b) 6-12 months

(c) 1-2 years

(d) 2-4 years

(e) More than 4 years

(6) IT Skills - Which of the following describes you best (mul-

tiple answer possible)?
(a) Tam majoring a degree in IT security
(b) I have a degree in IT security
(c) Tam majoring a degree in Computer Science or a closely
related field
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(d) Thave a degree in Computer Science or a closely related
field

(e) Iwork as an IT security professional, Software Engineer,
or Software Developer

(f) None of the above

(7) Would you describe yourself as Tech Savvy? (Yes/No)

(8) Do you agree with the following statement? If I want a spe-
cific app for a specific task, I put a lot of time into finding the
right application. (Yes/No)

(9) Mobile app download frequency - How often do you
download new applications?

(a) At least once a day

(b) At least once a week

(c) At least once a month

(d) At least once a year

(e) More rarely than once a year

(10) Did you ever install and/or manage apps beyond just down-
loading from the official Google Play Store? (e.g., alternative
app store such as Galaxy Store, Mi Store; direct download from
third-party websites, testing beta versions, or using developer
mode) (Yes/No)

(11) (If Q10 was selected as yes) How often do you install
and/or manage mobile applications from sources other than
the official Google Play Store? (e.g., alternative app store such
as Galaxy Store, Mi Store; direct download from third-party
websites, testing beta

(a) T only did it once or twice

(b) I do it once or twice a year

(c) Ido it once or twice a month

(d) Ido it almost every month or more often

(12) (If Q10 was selected as yes) Approximately how many
mobile apps have you installed and/or managed from sources
other than the official Google Play Store? (Only numerical
values allowed) (text entry)

B.1 Security Attitude (SA-6)

In the following questions, “security” refers to how cautious or
concerned you are about protecting your personal information, data,
and device from threats such as hacking, malware, or unauthorized
access when using mobile apps.

Please indicate your agreement with the following statements.

(1) I seek out opportunities to learn about security measures
that are relevant to me.

(2) ITam extremely motivated to take all the steps needed to keep
my online data and accounts safe.

(3) Generally, I diligently follow a routine for security practices.

(4) I often am interested in articles about security threats.

(5) I always pay attention to experts’ advice about the steps I
need to take to keep my online data and accounts safe.

(6) I am extremely knowledgeable about all the steps needed to
keep my online data and accounts safe.

The options for the SA-6 questionnaire:
Strongly Disagree
Somewhat Disagree

Neither Agree nor Disagree

(]
[ ]
[ J
e Somewhat Agree
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e Strongly Agree

C Interview Guideline

e Introduction and Oral Consent
— Researcher briefly introduces themselves
- Inform participants about confidentiality and data han-
dling.
— Obtain consent to record the interview and assure them
they can skip questions or end the interview at any time.

e Warm Up Phase
— What smartphone do you currently use?
— Do you have multiple phones?
x If yes:
- Can you tell me why do you have multiple phones?
- If it is primary and work or secondary phone?
— What are the main things you do with your smartphone
each day?
e Exploratory Phase
— Can you recall the last time you installed a new app on
your phone?
x If yes:
- Can you tell me what it is?
% What is it about the need that makes you install the
app?
— What do you usually do when you need a new app?
— Where do you get your apps from?
* Follow up: (If they used Google Play Store)
- What do you typically look at or consider first?
- Probes: app description, rating, screenshots, reviews,
permissions.
s Follow up: (If they don’t use the Google Play Store:)
- What made you decide to get apps from other sources?
- How do you know about this source?
- Why do you prefer using that particular source?
- What led you to do that?
- How did you feel about the safety or trustworthiness
of the source?

e Focused Phase
— What information do you usually check before download-
ing an app?
% Do you check the info provided in the App store?
- Last resorts: e.g., description, reviews, permissions,
data safety section
— Have you ever changed your mind about installing an app
after seeing certain information?
* If yes
- What influenced your decision?
— Have you ever seen an app ask for permission to access
things like your camera?
% Can you describe what you did?
* What made you do this?
e Concluding Questions
— Is there anything about apps- privacy that worries you
these days?
* If yes, what is it?
* What precautions did you take?

D
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* What led you to think about that?
- Probe: Before even installing the app; after installing
the app
— Is there anything we have not discussed that you think is
relevant to this topic, or any suggestions?

e Closing and Thanks

— Thank the participant sincerely.

— Explain how their input contributes to understanding app
privacy behaviours.

— Provide follow-up information: "We will anonymize your
responses and use them only for research purposes. If
you have any questions later, feel free to contact us at
firstname lastname@organisation.org."

— Confirm how compensation will be processed.

Codebook

The codebook presents the final set of codes and subcodes developed
through thematic analysis. It includes definitions and examples
that guided the consistent coding of interview transcripts and the
identification of key themes across participants.

(1) Multiple Phones - Use of more than one phone to manage
work and personal activity; risk, and privacy.

(a) Multiple Phones::App Download Attitude - How users’
decisions about downloading apps differ across multiple
phones.

(b) Multiple Phones::Different App Usage Per Device -
Assigning apps to specific phones based on perceived risk or
purpose.

(c) Multiple Phones::Security Behaviour - Different secu-
rity and usage habits depending on which phone is used.

(2) Privacy Strategy - This theme encompasses the user’s planned
attitudes and principles regarding data privacy when inter-
acting with apps. It reflects their underlying trust or distrust
in various entities and their strategies for managing access to
their data.

(a) Privacy Strategy::Distrust in Developer Intent - Skep-
ticism about whether app developers act in the users’ best
interest or primarily for their own benefit. Users suspect that
developer goals may not align with user privacy.

(b) Privacy Strategy::Distrust in External Review - Lack
of trust in third-party review platforms or online sources.

(c) Privacy Strategy::Distrust in New/ Less Known Com-
pany - Reluctance to trust companies that are new, small,
or have little public reputation.

(d) Privacy Strategy::Distrust in Play Store Review - Be-
lief that reviews on Google Play may be fake or unreliable.

(e) Privacy Strategy::Phone Privacy Settings - Customiz-
ing phone settings (permissions, tracking, etc.) to protect
privacy.

(f) Privacy Strategy::Trade-off between Privacy and Ac-
cess - Balancing data protection with app functionality or
access needs.

(g) Privacy Strategy::Trust in Company/Brand - A will-
ingness to install apps from brands or companies that are
perceived as trustworthy, reputable, and established.
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(h) Privacy Strategy::Trust in External Community- Re-
lying on recommendations and advice from trusted external
communities like Reddit, specialized forums, or social me-
dia groups. Users value the perceived authenticity of peer
experiences.

(i) Privacy Strategy::Trust in Familiarity - Trusting apps
that are already known to the user.

(j) Privacy Strategy::Trust in Play Store No. of Down-
load- Using a high download count on the Play Store as a
heuristic or signal for an app’s legitimacy, popularity, and
safety.

(k) Privacy Strategy::Trust in Play Store Ratings - Believ-
ing star ratings reflect app quality or privacy.

() Privacy Strategy::Trust in Play Store Review - Trusting
user reviews in the Play Store as honest indicators.

(3) Sideload - Practices and concerns related to installing apps
from unofficial sources.

(a) Sideload::How to Find Alternative Sources- Online
searches, forums, or peer recommendations.

(b) Sideload::Reasons for Alternative Sources - Why users
look beyond the Play Store (e.g., unavailability, censorship).

(c) Sideload::Security Concerns about Sideloading- Wor-
ries about app safety and phone vulnerability from side-
loaded apps.

(d) Sideload::Trust Factors in Alternative Store - Trust
and security factors for apps installed from third-party stores
(sideloading).

(4) Use Case - Contexts or domains where users use apps, shaping
their privacy expectations.

(a) Use Case::Analogy example from Participant - Par-
ticipants use metaphors or real-life comparisons to describe
their behavior.

(b) Use Case::Bank - Apps related to financial services, where
privacy and security are critical.

(c) Use Case:Delivery Service - Apps for food or package
delivery, involving location and transaction data.

(d) Use Case::Fitness Tracker (Smart band, calory tracker,
sleeping monitor)- Apps that collect personal health data.

(e) Use Case::Game - Gaming for recreation and focused apps
where users may take more risks.

(f) Use Case::Smart Devices - Apps for controlling or connect-
ing smart home or 10T devices (e.g., smart bulbs, thermostats,
wearables).

(g) Use Case::Specific Need for an App - Unique situations
or one-time requirements for which an app is installed.

(5) User Traits - This category captures relatively stable tenden-
cies, dispositions, and orientations that shape how individuals
approach mobile apps and privacy-related decisions.

(a) User Traits::Admits Relax Security Practices - Users
acknowledge lowering their security guard in certain cases.

(b) User Traits::Data Breach Shapes Future Actions - Past
experiences with data breaches or incidents cause the user
to adopt stricter privacy and security practices in the future.

(c) User Traits::Fear of Identity Theft - A strong and spe-
cific concern that using apps could lead to identity theft or
the compromise of sensitive credentials.
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(d) User Traits::High Trust in Banking Apps - A specific
trait of placing a high degree of trust in banking or financial
apps, often viewing them as inherently secure regardless of
general privacy concerns.

(e) User Traits::Ignore Data Safety Section - Does not pay
attention to the app’s “Data Safety” information provided
in the Play Store.

(f) User Traits::Indirect Negative Experiences - The user’s
privacy practices are influenced by knowing someone else
who faced a privacy or security issue, even if they haven’t
experienced one personally.

(g) User Traits::Low Hesitation in Downloading Apps -
A tendency to quickly download and install apps without
spending much time on prior evaluation or research.

(h) User Traits::Neglects Looking for Any Information
(Review, Ratings etc.) - Tends to install apps without
checking available background information like reviews,
ratings, or developer details.

(i) User Traits::Neglects Privacy Policies - Avoids or ig-
nores reading detailed privacy statements.

(j) User Traits::Only download doesnt give any data -
The user holds the perception that merely downloading an
app does not share any data with the developer, believing
data is only shared upon opening and using the app.

(k) User Traits::Past Victim of Online Fraud - The user’s
current behaviors are directly influenced by having been a
victim of online fraud, scams, or data theft in the past.

(I) User Traits::Personal Data Concern - Worries about
how apps collect, use or share personal information.

(m) User Traits::Policy Comprehension Barrier - A feeling
of difficulty or inability to understand the complex legal and
technical language commonly used in privacy policies and
terms of service.

(n) User Traits::Proactively Checks Security Factors - A
tendency to intentionally and diligently review permissions,
developer information, and ratings before making a decision
about an app.

(o) User Traits::Relies on Peer Recommendation - A ha-
bitual reliance on advice from friends, family, or colleagues
as a primary source for deciding which apps to download.

(p) User Traits::Relies on Tech Communities (Reddit) -
Heavily depending on opinions and recommendations from
technology-focused online communities like Reddit for app-
related decisions.

(q) User Traits::Security Mindset - General tendency to pri-
oritize safety and data protection.

(r) User Traits::Skeptical of Developer Claims - Disbe-
lieves developers’ promises, especially about privacy.

(s) User Traits::Trial and Error Approach to Apps - A
learning strategy where the user prefers to install and test
apps themselves, forming opinions based on direct experience
rather than prior research.

(6) User Journey - This theme captures the sequence of steps
and decisions a user takes when engaging with a mobile app,
from the first time they discover an app to permission granting
decision. It highlights how choices evolve across stages and
influence later privacy-related decisions.
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(a) App Needs - The user’s initial motivation or purpose for
seeking an app, based on a specific need or problem they
want to address. This comes before discovery and guides
what kind of apps they search for in the marketplace or on
specific websites.

(i) App Type::App Cost::Free - Apps available at no
monetary cost, often monetized through ads or
data collection.

(ii) App Type::App Cost::Paid - Apps that require purchase
or subscription, often perceived as higher quality or more
privacy-respectful.

(iii) App Type::Familiar - Apps that the user already knows
or has used before.

(iv) App Type::Mandatory - Apps that users feel obligated
to install due to necessity or external pressure i.e.Online
Bank App.

(v) App Type::Optional - Apps that users can choose to
install based on preference.

(vi) App Type::Recommended - Apps suggested by others
(friends, experts, systems) for specific purposes.

(vii) App Type::Reputable - Apps with strong reputations,
often from well-known developers or companies.

(viii) App Type::Sideloaded APKs - Apps not available on
Play Store and installed from sources outside the official
Play Store, usually in APK format.

(ix) App Type::Specific but not Mandatory - Apps that
user looking for something specificity in mind and free to
choose from tha available options.

(b) App Discovery - How the user first becomes aware of or
comes across an app. This can happen through multiple chan-
nels, such as app store recommendations, advertisements,
social media, company websites, or peer recommendations.
Discovery represents the entry point into the user journey.

(i) App Discovery::Brand/Company Website - Discover-
ing an app by visiting the official website of the developing
company to learn about it directly from the source.

(ii) App Discovery::External Research other Than Play
Store (Reddit, Google, YouTube) - Actively seeking
information and recommendations from independent on-
line sources like search engines, Reddit, or YouTube before
downloading.

(iii) App Discovery::Google Play Store Search - Finding
apps by searching directly in the Play Store.

(iv) App Discovery:In app ads - Discovering new apps
from ads embedded in other apps.

(v) App Discovery::Recommendation from Peer- Learn-
ing about an app through advice and suggestions from
friends, family, or colleagues.

(vi) App Discovery::Social Media/TV ads, Promotion -
Becoming aware of an app through mass media channels,
including social media ads, television commercials, or
other promotional campaigns.

(vii) App Discovery::Trial and Test Features - Discovering
an app’s value by exploring its features through a trial
version, just out of curiosity or limited functionality before
making a decision.
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(c) App Exploration & Selection - The process that follows
discovery, where users engage in evaluating potential apps.
This includes exploring the app store page (e.g., reviews,
description, screenshots, ratings), verifying information from
multiple sources, and comparing alternatives. The outcome
of this stage is the user’s final decision to select and install
(or reject) an app.

(i) App Selection::App Description for App Selection
- Evaluates the content and clarity of the app’s description
to decide whether to install it.

(ii) App Selection::App Icon, Thumbnails or Verified
Sign for Selection - Using visual indicators like the
app icon, screenshots, and developer verification badges
to assess professionalism and build trust.

(iii) App Selection::Avoids Negatively Reviewed Apps -
Actively skipping or rejecting apps that have a significant
number of negative user reviews or low aggregate scores.

(iv) App Selection::Based on Familiarity - Prioritizing
and selecting apps that they are already familiar with
from past use or exposure.

(v) App Selection::Based on Number of Downloads -
Using a high number of downloads on the Play Store as a
key factor in selecting an app, equating popularity with
safety and quality.

(vi) App Selection::Based on Peer Recommendation
- Choosing to install an app primarily because it was
personally recommended by someone they know.

(vii) App Selection::Based on Permission, Privacy Pol-
icy requirements - Reviewing the permissions an app
requests and its privacy policy before downloading to as-
sess potential privacy risks.

(viii) App Selection::Based on Play Store Reviews - Read-
ing user reviews on the Play Store and using them as a
primary factor in the decision to install an app.

(ix) App Selection::Based on User Ratings - Chooses apps
based on user ratings i.e. higher ratings means “good app”

(x) App Selection::Getting Financial Benefits, Coupons
, Points- Selecting an app because it offers direct mone-
tary incentives, coupons, reward points, or other financial
benefits.

(xi) App Selection::Online Community Recommenda-
tion (via Multisource Verification) - Being influenced
by and trusting recommendations from online tech com-
munities, forums, or blogs during the selection process.

(xii) App Selection::Trust in known Brands - Preferring
and readily selecting apps from well-known and familiar
companies or developers, often with less hesitation.

(d) App Installation - The action of installing the selected app

onto the device, which can occur through different methods.

(i) App Install::Default from Google Play Store - In-
stalling an app directly from the official Google Play Store,
which is the standard for most users.

(ii) App Install::Sideload (If Unavailable at Play Store)
- Installing an app from an alternative source (outside the
Play Store) by sideloading an APK, typically only when
the app is not available officially or when specifici features
comes with a payment, user goes for unofficial apps.
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(e) App Permission - The user’s interaction with and response
to permission requests. This includes runtime permissions,
and post-installation prompts. Users may grant, deny, or
reconsider permissions depending on perceived necessity,
relevance, or trust in the app.

)

(i)

(iii)

(iv)

V)
(vi)

App Permission::Accept Based on Trusted Source -
Granting permissions because the app came from a source
they trust, such as a recommended or reputable developer.
App Permission::Accept Conditionally Based on
Context - Granting a permission based on the immediate
context or need, and may revoke it later if the context
changes.

App Permission::Accept Due to Financial Benefits
- Approving permissions specifically to gain access to fi-
nancial incentives, rewards, or coupons offered by the app.
App Permission::Accept for Necessity for App
Functionality- Granting a permission because it is ab-
solutely required for the core functionality of the app to
work, even if hesitant.

App Permission::Allow Based on Data Sensitivity -
Permits access only if data involved isn’t sensitive.

App Permission::Allow Low-Risk Permissions (
They thought low risks)- Readily allowing permis-
sions that are perceived as non-intrusive or low-risk (e.g.,
network access) without much deliberation.
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(vii)) App Permission::App Running in Background -

Permission decisions based on whether the app operates
continuously in the background.

(viii) App Permission::Ask Each Time - Requests the app

to ask permission each time before accessing a feature.

(ix) App Permission::Default Deny Strategy - Employing

a mindset of denying permission requests by default unless
the app provides a compelling reason to grant access.

(x) App Permission::Deny Excessive & Irrelevent Per-

missions - A user’s refusal to grant permission requests
that are perceived as either too numerous (excessive) or
not logically required for the app’s core functionality (ir-
relevant).

(xi) App Permission::Don’t think much of App per-

mission - Granting app permissions routinely without
much thought, evaluation, or concern for the potential
consequences.

(xii) App Permission::Evaluate Permission Relevance -

Actively assessing whether a requested permission makes
logical sense for what the app is supposed to do.

(xiii) App Permission::Low Hesitation Accepting Per-

mission - Accepting permissions quickly and without
significant deliberation, primarily to get the app running
and start using it.

(xiv) App Permission::Permit Based on Brand Trust -

Grants permission if the app comes from a trusted com-
pany/brand.
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